
Machine learning and algorithmic decision-making have come to play a huge role in
shaping our everyday lives. We often talk about these systems as if they're predicting
the future. But as mathematician and data scientist Cathy O'Neil argues in her book
Weapons of Math Destruction, algorithms aren't neutral — and we're letting them shape
our society in harmful ways.

The State of Indiana denies one million applications for healthcare, food stamps and
cash benefits in three years--because a new computer system interprets any mistake as
"failure to cooperate." In Los Angeles, an algorithm calculates the comparative
vulnerability of tens of thousands of homeless people in order to prioritize them for an
inadequate pool of housing resources. In Pittsburgh, a child welfare agency uses a
statistical model to try to predict which children might be future victims of abuse or
neglect.

Since the dawn of the digital age, decision-making in finance, employment, politics,
health and human services has undergone revolutionary change. Today, automated
systems--rather than humans--control which neighborhoods get policed, which families
attain needed resources, and who is investigated for fraud. While we all live under this
new regime of data, the most invasive and punitive systems are aimed at the poor.

The U.S. has always used its most cutting-edge science and technology to contain,
investigate, discipline and punish the destitute. Like the county poorhouse and scientific
charity before them, digital tracking and automated decision-making hide poverty from
the middle-class public and give the nation the ethical distance it needs to make
inhumane choices: which families get food and which starve, who has housing and who
remains homeless, and which families are broken up by the state. In the process, they
weaken democracy and betray our most cherished national values.

Criticisms notwithstanding, it's clear that AI is here to stay. And at the end of the day, AI
is just a tool: it has the potential to create harm or benefit, depending on how we deploy
it.

So, the question now isn't whether or not we should use AI; it's how we can build and
use it more equitably.
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